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Abstract
Image inpainting aims to repair digital images with defects such as

holes and scratches at both semantic and textural levels. Diffusion

models have shown great success in image inpainting, delivering

high-quality results. However, existing diffusion-based methods

often overlook the shape of defective regions/masks, applying a

uniform sampling strategy across varying shapes. This oversight

may lead to low-quality or semantically inappropriate restored im-

ages. In this paper, we propose MAD-paint (Mask-Aware Diffusion

sampling for inpainting), and show that applying different noise

types tailored to specific defect regions/mask shapes during the

reverse diffusion process can significantly improve the inpainting

quality. We begin by introducing a metric for mask uncertainty to

assess the impact of different masks on inpainting quality. Using

this metric, we propose a mask-aware sampling approach that auto-

matically adjusts its sampling strategy according to different mask

shapes, as indicated by the mask uncertainty. In addition, lever-

aging the known image texture consistency, we propose a known

region-guided iterative refinement mechanism to condition texture

restoration. The experimental results demonstrate the advantages

of our method over other diffusion-based inpainting methods.
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Figure 1: Our inpainting results under varying masks. From
left to right: original image,masked image,mask uncertainty,
and multiple stochastic inpainted results.

1 Introduction
In modern multimedia applications, images and videos play a cen-

tral role in content creation, communication, and entertainment.

However, multimedia data can suffer from various types of corrup-

tion, such as scratches and artifacts due to storage issues, transmis-

sion errors, or intentional editing needs. To address these issues,

image inpainting techniques are usually applied to restore cor-

rupted images by filling missing regions in a way that ensures both

semantic coherence and texture consistency, as we show in Figure 1.

Over the years, numerous approaches have been proposed, ranging

from traditional methods to deep learning-based frameworks. How-

ever, existing techniques still face challenges when dealing with

complex structures, fine details, or diverse masks in multimedia

data. In recent years, diffusion models [15, 32] have demonstrated

superior performance in image generation tasks [29, 37], surpassing

traditional methods in producing high-fidelity and diverse results.

By progressively denoising random noise through a learned reverse

diffusion process, diffusion models have been successfully extended

to various vision applications, including image editing [16], super-

resolution [12], and image inpainting [7, 18, 24, 25, 36, 38]. However,

diffusion-based image inpainting approaches still face challenges

in handling complex structures and fine details.

The main difficulty of diffusion-based image inpainting lies in

handling the noise introduced during the sampling process. Specifi-

cally, the noise must be aligned with the shape and structure of the

missing regions defined by the mask. Unlike unconditional image

https://orcid.org/0009-0001-0529-9967
https://orcid.org/0000-0003-4607-8703
https://orcid.org/0000-0002-8647-5730
https://doi.org/10.1145/3731715.3733381
https://doi.org/10.1145/3731715.3733381
https://doi.org/10.1145/3731715.3733381


ICMR ’25, June 30-July 3, 2025, Chicago, IL, USA Shipeng Jiang, Jingwei Qu, and Bingyao Huang

generation, inpainting needs to fill in missing pixels by leveraging

the surrounding known ones, without breaking the semantic co-

herence and texture continuity. However, the sampling process in

standard diffusion models often treats the entire image uniformly,

without considering the structure of the missing regions. As a result,

the added noise may overwhelm the available contextual informa-

tion, leading to blurry textures or semantic/structural inconsisten-

cies. These challenges highlight the need for more fine-grained

control over the sampling strategy in missing regions, as well as

better strategies to preserve both global semantics and local details

throughout the reverse diffusion process.

In this paper, we propose MAD-paint, a novel mask-aware sam-

pling and known region-guided iterative refinement framework

for diffusion-based image inpainting. First, we analyze how mask

shapes affect inpainting results and propose a metric to evaluate

the uncertainty of masks in reconstructing missing areas. Then, we

propose a mask-aware sampling strategy that adjusts the per-pixel

ratio of predicted and random noise during the reverse diffusion

process to improve semantic consistency and restoration quality.

Furthermore, we design a known region-guided iterative refine-

ment mechanism that enforces texture consistency between the

restored and known regions to optimize the texture details during

the reverse diffusion process. As shown in Figure 1, our approach

effectively adapts to varying masks, ensuring high-quality and di-

verse restorations with well-preserved structure and texture.

We summarize our contributions as follows.

• We introduce a metric for mask uncertainty to assess the

impact of mask shapes on inpainting quality.

• We propose a mask-aware sampling approach that automati-

cally adjusts the sampling noises according to different mask

shapes, as indicated by the mask uncertainty.

• We propose a known region-guided iterative refinement

mechanism focused on improving texture restoration specif-

ically.

2 Related Work
2.1 Image Inpainting
Image inpainting has been extensively explored with traditional

and deep learning techniques. Early methods primarily rely on

handcrafted priors and local information propagation. PDE-based

approaches [2, 4, 34] first formulate inpainting as a diffusion process

to smoothly interpolate missing regions. Exemplar-based methods

[3, 8] search for similar patches in the known regions and copy them

into missing areas to achieve texture continuity. Hybrid methods

[1, 5] combine low-level cues and structural information to guide

the filling process. Although these traditional approaches can yield

plausible results in relatively simple scenarios, they often strug-

gle with large missing regions, complex textures, or semantically

meaningful structures.

With the rise of deep learning, Generative Adversarial Networks

(GANs) [13] have become dominant in the field. Context Encoders

[27] pioneered the use of encoder-decoder structures with adver-

sarial loss for inpainting, inspiring a range of subsequent improve-

ments [9, 14, 19, 21, 22, 39–41] aimed at enhancing realism and

flexibility. While GAN-based methods generate semantically plau-

sible completions, they often suffer from training instability and

mode collapse, affecting the diversity and quality of results.

Another branch of deep learning approaches leverages Varia-

tional Autoencoders (VAEs). Methods such as [28, 43] employ VAE

frameworks to improve diversity through probabilistic modeling.

However, due to the inherent limitations of latent space sampling,

VAE-based models tend to produce blurrier outputs compared to

GAN-based methods, especially when reconstructing fine textures

[35]. While these approaches represent important progress, achiev-

ing high-quality, semantically coherent, and texture-consistent in-

painting under diverse mask conditions remains an open challenge.

2.2 Diffusion Models
Diffusion models are a powerful class of generative models that

generate high-quality and diverse images by gradually adding noise

to images and then learning to reverse this process. Representative

methods include DDPM [15], DDIM [33], and their variants. Due

to their strong generative capabilities and stable training, diffusion

models have been widely adapted to various downstream tasks,

including image inpainting.

Diffusion-based inpainting methods can be classified as super-

vised and unsupervised. Briefly, supervised methods [23, 26, 29,

31, 38] are trained specially for inpainting, where the mask is ex-

plicitly provided as input during training to guide the generation

process. In contrast, unsupervised ones [18, 24, 25, 36, 38] repurpose

pre-trained unconditional diffusion models without incorporating

mask information during training. Our approach falls into the latter

category, so we primarily discuss the unsupervised methods. It is

worth noting that the “mask-aware” in our title refers to guiding the

sampling process using the mask, rather than incorporating mask

information during training as in supervised approaches, which

often further leverage the mask throughout the model design [6, 20].

Image inpainting can be seen as the restoration of an image

from certain degradation operators. Kawar et al. [18] use SVD to

decompose these operators, which can be incorporated into the

range-null space decomposition [36]. However, these methods often

suffer from an inharmony issue as explained in [24, 30], primar-

ily because unconditional DDPM is designed for generative tasks.

Several approaches have modified the reverse diffusion process

to address these limitations. SDEdit [25], for instance, introduces

noise to the corrupted image only up to an intermediate level, rather

than fully degrading it to Gaussian noise, and then repeatedly per-

forms the reverse diffusion process to generate improved results.

Repaint [24] extends this idea by incorporating a time-travel resam-

pling strategy that repeatedly revisits intermediate states during the

reverse diffusion process. This helps align the distributions between

the known and unknown regions, improving consistency. However,

this iterative resampling significantly increases the computational

cost.

Despite the promising results of these methods, recent stud-

ies [30] indicate that diffusion-based inpainting still tends to pro-

duce overly smooth or contextually inconsistent completions, and

often lacks fine-grained detail or local coherence in restored re-

gions.
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Figure 2: Overview of our method. We sample �̃�𝑇 , �̃�𝑇−1, . . . , �̃�𝑡 , . . . , �̃�1, �̃�0 step by step through the reverse diffusion process.
The sampling process at step 𝑡 is as follows: First, we obtain a composite image �̃�′𝑡 by concatenating the unknown region of �̃�𝑡
with the known region of 𝒙𝑡 , which is obtained from 𝒙0 by applying time step 𝑡-level noise. Then, we use a U-Net to obtain a
rough estimation �̃�′

0 |𝑡 . The texture loss between the known region of �̃�′
0 |𝑡 and 𝒙0 is computed for iterative refining �̃�′𝑡 . Next, we

calculate the pixel-wise noise weights 𝜎𝑖 from the mask. Finally, we apply mask-aware sampling with Eq. (12) to obtain 𝒙𝑡−1.
This reverse diffusion step is repeated until 𝑡 → 0, and the final inpainted image is �̃�0.

3 Method
In this section, we first provide the preliminaries of diffusionmodels

and introduce the problem formulation with the notations used

throughout our method. We then analyze the respective influences

of predicted and random noise during the reverse diffusion process

and discuss howmask shapes affect the restoration results. Based on

these observations, we propose a metric to quantify the uncertainty

of inpainting based on the certainty of unknown pixels in different

mask regions. Following this, we present a mask-aware inpainting

strategy that dynamically adjusts the sampling process according

to the spatial characteristics of the mask. Finally, to further enhance

texture restoration, we introduce a known region-guided iterative

refinement mechanism that updates the intermediate results within

the reverse diffusion process.

3.1 Preliminaries
Tomake the papermore accessible to a broader audience, we present

a brief introduction to diffusion models. In DDPM [15], two pro-

cesses, which are called the forward process and the reverse process,

are built with the Markov chain. The forward process adds noise to

a normal image 𝒙0 step by step, making it eventually converge to

standard Gaussian noise 𝒙𝑇 :

𝒙𝑡 =
√︁
𝛼𝑡𝒙0 +

√︁
1 − 𝛼𝑡𝝐𝑡 , 𝝐𝑡 ∼ N(0, I), (1)

where integer 𝑡 ∈ [1,𝑇 ] represents the time step, and 𝝐𝑡 ∼ N(0, I)
is standard Gaussian noise independent of 𝒙𝑡 , 𝛼𝑡 ∈ [0, 1] is a param-

eter associated with time step 𝑡 , and 𝛼𝑡 =
∏𝑡

𝑖=0 𝛼𝑖 . Here, N(0, I)
denotes the standard Gaussian noise. In the reverse process, the

denoised image at time step 𝑡 − 1 is given by:

�̃�𝑡−1 |𝑡 =
1

√
𝛼𝑡

(
�̃�𝑡 −

1 − 𝛼𝑡√
1 − 𝛼𝑡

𝝐𝜃 (�̃�𝑡 , 𝑡)
)
+ 𝜎𝑡𝝐𝑡 , (2)

where 𝝐𝜃 is a noise predictionmodel, e.g., U-Net, parameterized by𝜃 ,

and 𝝐𝜃 (�̃�𝑡 , 𝑡) is the predicted noise added to the image �̃�𝑡 from the 0-

th to the 𝑡-th time steps. Notably, this predicted noise is unweighted

standard Gaussian noise. The term 𝜎𝑡 is set to
√
1 − 𝛼𝑡 in DDPM.

Additionally, the symbol ˜ denotes that results are produced during

the reverse diffusion process, differentiating them from those of

the forward process.

By constructing non-Markov processes, DDIM [33] proposes

a more generalized and faster sampling approach. In our imple-

mentation, we adopt a reformulated version of the DDIM sampling

process, which allows 𝜎𝑡 to take values in the range [0, 1] for more

flexible control over the added noise during sampling. We can es-

timate the clean image �̃�
0 |𝑡 from the noisy image �̃�𝑡 based on the

forward diffusion process formulation in Eq. (1) by:

�̃�
0 |𝑡 =

1

√
𝛼𝑡

(
�̃�𝑡 −

√︁
1 − 𝛼𝑡𝝐𝜃 (�̃�𝑡 , 𝑡)

)
, (3)

where subscript
0 |𝑡 indicates that the clean image �̃�

0 |𝑡 is estimated

based on the noisy input �̃�𝑡 . Then, by adding two types of noise,

we can obtain �̃�𝑡−1 |𝑡 :

�̃�𝑡−1 |𝑡 =
√︁
𝛼𝑡−1�̃�0 |𝑡 +

√︁
1 − 𝛼𝑡−1

(
𝜎𝑡𝝐𝑡 +

√︃
1 − 𝜎2𝑡 𝝐𝜃 (�̃�𝑡 , 𝑡)

)
, (4)

where coefficient 𝜎𝑡 is a tunable parameter rather than a fixed value

in DDPM, allowing for control over the level of randomness in the

generation process.

3.2 Problem Formulation
Based on whether an explicit mask is provided, image inpainting

can be divided into two settings: without or with a mask. In the first

setting, only a corrupted image 𝒙0 is provided, and the model must

implicitly infer the whole image, including the missing regions.

In the second setting, a binary mask 𝒎 is given together with the
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(a) Original (b) Masked (c) 𝜎𝑡 = 1 (d) 𝜎𝑡 = 0

Figure 3: An example to illustrate the extreme scenarios of 𝜎𝑡
in § 3.3.1: the last two images are the inpainting results when
we set 𝜎𝑡 = 1 and 𝜎𝑡 = 0 during the whole reverse diffusion
process.

corrupted image, and only pixels within the complement mask 𝒎
are to be restored. In this work, we focus on the with mask setting

[24]. Given a corrupted image 𝒙0 and a binary mask 𝒎, our goal is

to restore a semantically coherent and visually plausible image �̃�0,
based on the known regions 𝒙0 ⊙ 𝒎.

From the perspective of diffusion models, image inpainting can

be seen as a generation task, where the known region 𝒙0 ⊙ 𝒎
serves as conditions. Similar to Repaint [24], rather than retraining

a diffusion model from scratch, we directly integrate condition into

the reverse diffusion process of DDIM [33] by

�̃�′𝑡 = 𝒙𝑡 ⊙ 𝒎︸  ︷︷  ︸
known

+ �̃�𝑡 ⊙ 𝒎︸  ︷︷  ︸
unknown

, (5)

�̃�′
0 |𝑡 =

1

√
𝛼𝑡

(
�̃�′𝑡 −

√︁
1 − 𝛼𝑡𝝐𝜃 (�̃�′𝑡 , 𝑡)

)
, (6)

�̃�𝑡−1 |𝑡 =
√︁
𝛼𝑡−1�̃�′

0 |𝑡 +
√︁
1 − 𝛼𝑡−1

(
𝜎𝑡𝝐𝑡 +

√︃
1 − 𝜎2𝑡 𝝐𝜃

(
�̃�′𝑡 , 𝑡

) )
. (7)

The reverse diffusion process above is also illustrated in Fig-

ure 2. Note that two types of noise, i.e., 𝝐𝑡 and 𝝐𝜃
(
�̃�′𝑡 , 𝑡

)
are added

to the predicted image �̃�′
0 |𝑡 to restore �̃�𝑡−1 |𝑡 , and they play differ-

ent roles. The random noise 𝝐𝑡 , independent of the prior known
region or the previous step’s result, may increase ambiguity and

uncertainty in the reverse process. When 𝜎𝑡 → 1, this can lead to

blurred inpainted results, as illustrated in Figure 3(c). In contrast,

the U-Net predicted noise 𝝐𝜃
(
�̃�′𝑡 , 𝑡

)
may push the inpainted results

toward more deterministic directions, resulting in a completely

deterministic output when 𝜎𝑡 → 0. While potentially sharp, such

results can exhibit biases from the training data, causing semantic

inconsistency with known regions, as shown in Figure 3(d).

In image inpainting, we aim for the missing pixels that are more

certain about the known regions to be smooth, whereas those less

certain about the known regions should be more random. Hence,

determining 𝜎𝑡 according to the certainty of known regions is vital

to our approach. Next, we will show how to quantify the missing

pixel uncertainty using the mask shape.

3.3 Mask-aware Inpainting
To balance the ratio of random noise 𝝐𝑡 and U-Net predicted noise

𝝐𝜃
(
�̃�′𝑡 , 𝑡

)
, we propose to compute per-pixel weights 𝜎𝑡 according

to the pixel uncertainty, and use these weights to guide the reverse

diffusion process. Since our 𝜎𝑡 is independent of the time step, we

omit the subscript 𝑡 from it in the following formulation.

Mask uncertainty:

0.225

(a) Grid Mask

Mask uncertainty:

0.697

(b) Expand Mask

Figure 4: Mask uncertainties of two masks with identical
unknown areas but different shapes. Both masks have 75%
unknown pixels. Left: a grid mask where known pixels are
evenly distributed with a stride of 2 (zoom in for more details
and to avoid moiré artifacts). Right: an expand mask with
all unknown pixels off the center. Despite having the same
unknown area, the expand mask on the right is significantly
harder to inpaint as shown by the mask uncertainty calcu-
lated by Eq. (9).

3.3.1 Mask Uncertainty. Intuitively, the uncertainty of a mask is

closely related to its shape. Larger masks often lead to greater un-

certainty in inpainting because they offer less known information.

While one might simply consider the size of the unknown region

as a measure of uncertainty, our findings suggest that the distance

to known regions is more critical. Specifically, unknown pixels fur-

ther away from known regions show higher uncertainty, whereas

those near known regions are more reliable. Masks with identical

unknown regions but different shapes can yield distinct results. As

shown in Figure 4, mask (b) is clearly more challenging to inpaint

than mask (a). Therefore, we propose a mask-aware pixel certainty

metric I and an uncertainty metric for the entire mask 𝐷𝒎 . Given

a set of unknown pixelsU = {𝑖 |𝒎(𝑖) = 0} to be inpainted, we have:

I(𝑖) = min
©­«

∑︁
𝑗∈N𝑘 (𝑖 )

1

𝑑 (𝑖, 𝑗) , 𝑐
ª®¬ , (8)

𝐷𝒎 = 1 −
∑
𝑖∈U I(𝑖)
|𝒎 | · 𝑐 , (9)

where N𝑘 (𝑖) denotes the set of the 𝑘 nearest known pixels to pixel

𝑖 . 𝑑 (𝑖, 𝑗) represents the Euclidean distance between pixel 𝑖 and 𝑗 ,

with 𝑐 acting as the upper bound of known information. where |𝒎 |
denotes the total number of pixels of mask 𝒎. A visual comparison

of two masks using our mask uncertainty is shown in Figure 4.

3.3.2 Mask-aware Sampling. Given the unknown pixel and mask

uncertainty, we can compute a global noise weight 𝜎𝒎 below to

control the ratio of two types of noise applied during the reverse

diffusion process in Eq. (7).

𝜎𝒎 =

√︃
1 − 𝐷𝛾

𝒎, (10)

where 𝛾 serves as an exponential scaling factor, ensuring that the

mask with higher uncertainty receives more deterministic noise

𝝐𝜃
(
�̃�′𝑡 , 𝑡

)
. Finally, our pixel-wise noise weights are given by:

𝜎𝑖 =

√︄
𝜎2𝒎 +

(1 − 𝜎2𝒎) I(𝑖)
max𝑖∈U I(𝑖)

. (11)
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where I(𝑖) represents the unknown pixel’s certainty about the

known regions, and is defined in Eq. (8). max𝑖∈U I(𝑖) denotes the
maximum value of I(𝑖) over all unknown pixels.

Once we have determined 𝜎𝑖 , we can perform mask-aware sam-

pling during the reverse diffusion process:

�̃�𝑡−1 |𝑡 =
√︁
𝛼𝑡−1�̃�′

0 |𝑡 +
√︁
1 − 𝛼𝑡−1

(
𝜎𝑖𝝐𝑡 +

√︃
1 − 𝜎2

𝑖
𝝐𝜃

(
�̃�′𝑡 , 𝑡

) )
. (12)

This strategy ensures that pixels with lower uncertainty receive

more random noise 𝝐𝑡 , thereby preserving semantic consistency

and smoothness near the boundary of the known and unknown

regions. In contrast, pixels with higher uncertainty receive more

deterministic noise 𝝐𝜃 . This allows the pixels to rely more on the

training data prior, resulting in more complex and sharper struc-

tures. The pipeline of our mask-aware sampling is detailed in the

pink block of Figure 2.

3.4 Known Region-guided Iterative Refinement
During the early stages of the reverse diffusion process, where

𝑡 nears 𝑇 , the input �̃�′𝑡 is highly noisy. At this point, the model

heavily depends on the U-Net 𝝐𝜃 learned priors and the noisy input.

However, learned priors alone are often insufficient to guide the

restoration effectively, resulting in poorly constrained predictions

and suboptimal inpainting results [23, 42].

To address this issue, we introduce a known region-guided it-

erative refinement mechanism that takes advantage of the known

regions of the image 𝒙0 ⊙ 𝒎 to condition the unknown regions

during the reverse diffusion process. Instead of relying solely on

the U-Net to estimate the restored image (Eq. (6)), we also leverage

texture loss against the known region and gradient descent to it-

eratively refine the inpainted regions, thereby improving texture

consistency and visual quality. The key idea is that as the U-Net

generates an initial prediction for the fully restored image �̃�′
0 |𝑡 ,

the known regions can be directly validated against the same ar-

eas of 𝒙0. Enforcing texture consistency in these regions, we can

guide the network towards more faithful reconstructions, rather

than solely depending on learned training data priors. Our known

region-guided iterative refinement approach is shown in the blue

block of Figure 2. In particular, given a noisy image �̃�𝑡 , we obtain
�̃�′𝑡 with Eq. (5). Then, we predict an original image �̃�′

0 |𝑡 with Eq. (6).

Since the known regions of �̃�′
0 |𝑡 can be directly compared with

the corresponding pixels from the original image x0, we apply a

texture loss L(·) to capture discrepancies within these regions. In

particular, it measures the difference between the reconstructed

and original pixels in the known areas. It could be an 𝐿1 or 𝐿2 loss,

or perceptual loss. The performances of different loss functions are

compared in Table 3. Once this texture error is computed, we apply

gradient descent to optimize �̃�′𝑡 :

�̃�′𝑡 ← �̃�′𝑡 − 𝜂
𝜕L(�̃�′

0 |𝑡 ⊙ 𝒎, 𝒙0 ⊙ 𝒎)
𝜕�̃�′𝑡

, (13)

where 𝜂 is a learning rate that controls the step size for refinement.

This optimization process effectively guides �̃�′𝑡 toward a solution

that better aligns with the known regions of the original image.

Through this process, our method enhances the reconstructed

image quality in two ways: (1) it reinforces fidelity in the known

Algorithm 1Mask-aware sampling and known region-guided

iterative refinement

1: Input: Image 𝒙0, mask 𝒎, time step 𝑇

2: Initialize 𝒙𝑇 ∼ N(0, I)
3: for 𝑡 = 𝑇 → 1 do
4: �̃�′𝑡 = 𝒙0 ⊙ 𝒎 + �̃�𝑡 ⊙ 𝒎 // Eq. (5)

5: // Known region-guided iterative refinement (§ 3.4)

6: for 𝑛 = 1→ 𝑁 do
7: �̃�′𝑡 ← �̃�′𝑡 − 𝜂

𝜕𝑓

𝜕�̃�′𝑡
8: end for
9: // Mask-aware sampling § 3.3.2

10: 𝜎𝒎 =
√︁
1 − 𝐷𝛾 (𝒎)

11: 𝜎𝑖 =

√︂
𝜎2𝒎 +

(1−𝜎2

𝒎 ) I (𝑖 )
max𝑖∈U I(𝑖 )

12: Obtain x̃𝑡−1 with Eq. (12)

13: end for
14: Return: 𝒙0

regions, ensuring that they match the original content as closely as

possible, and (2) by improving the local consistency of the known

parts, it indirectly influences the restoration of the unknown re-

gions, leading to better global coherence in the final output.

Ultimately, by incorporating our known region-guided iterative

refinement into the reverse diffusion process, we achieve sharper

details and more structurally consistent inpainted results. Our com-

plete algorithm is as shown in Alg. 1.

4 Experiments
4.1 Implementation Details
Datasets. We evaluated our method on CelebA-HQ [17] and Ima-

geNet [10]. All images were resized or cropped to 256×256, and
experiments were conducted using one NVIDIA GeForce RTX 4060

Ti GPU. To evaluate our method on masks of different proportions,

we adopted the mask datasets provided by Liu et al. [21] in which

the masks are categorized into subsets based on their coverage pro-

portion from 0% to 60%. In addition, we also tested two large-area

masks: a right-half mask, where only the left half of the image

is known, and an expanded center mask, where only the central

64×64 region of the 256×256 image is known. These settings were

designed to simulate the restoration of extensive and contiguous

missing regions.

Methods. For CelebA-HQ, we utilized the U-Net model trained by

Lugmayr et al. [24], and for ImageNet, we utilized the U-Net model

provided by Dhariwal et al. [11]. We compare our method against

four existing approaches: DDNM [36], Repaint [24], DDRM [18],

and Copaint [42]. For Copaint, we conducted experiments using

its default settings. We also followed DDNM and DDRM’s default

settings except for the respacing step, which controls the number of

sampling steps for faster inference. Instead of setting the respacing

step to 250, we set it to 1,000 for a fair comparison. For Repaint, we

kept the same total steps, jump lengths, and number of resampling

as they did. Empirically, we set 𝛾 = 0.3 in Eq. (10) and 𝑘 = 10, 𝑐 = 7

in Eq. (8), respectively. The learning rate for known region-guided

iterative refinement is set to 𝜂 = 0.02. We set our time step to 250,
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Figure 5: Qualitative comparison of ourmethod against other
diffusion-based methods on CelebA-HQ. The first row de-
notes different mask types, including masks with 0–20%,
20–40%, and 40–60% missing areas from [21], as well as large
and coherent masks such as right-half and expand. The num-
bers in parentheses indicate the mask uncertainty.

and at each step of the reverse diffusion process, we perform this

iterative refinement twice, i.e., 𝑁 = 2 in Alg. 1.

Metrics. In experiments, we used two perceptual metrics to evaluate

inpainting performance: LPIPS and FID. LPIPS (Learned Perceptual

Image Patch Similarity) measures perceptual similarity between

two images by comparing high-level features extracted from a

neural network, focusing on human visual perception rather than

pixel-level accuracy. Lower LPIPS values indicate better perceptual

quality. FID (Fréchet Inception Distance) evaluates the quality of

generated images by comparing their feature distributions to those

of real images using a pre-trained Inception network. Lower FID

indicates better image quality and diversity. The two metrics al-

low us to assess both perceptual quality and consistency with the

original data distribution.
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Figure 6: Qualitative comparison of ourmethod against other
diffusion-based methods on ImageNet. The first row denotes
different mask types, including masks with 0–20%, 20–40%,
and 40–60% missing areas from [21], as well as large and
coherent masks such as right-half and expand. The numbers
in parentheses indicate the mask uncertainty.

4.2 Results
We evaluated our method by both qualitative and quantitative com-

parisons with several state-of-the-art (SOTA) diffusion-based in-

painting approaches. Our experiments are conducted on 100 test im-

ages from CelebA-HQ and 100 test images from ImageNet datasets.

As shown in Figure 5 and Figure 6, previous diffusion-based

inpainting baselines perform well for small mask areas, i.e., 0% to

40%, but as the mask size increases, they struggle to effectively

integrate information from the unknown regions into the known

regions. Specifically, these models often fail to propagate contextual

information from the known regions into the missing ones, leading

to blurry or semantically implausible completions. For instance,

the generated textures of hair in DDNM and DDRM results appear

over-smoothed, as seen in the second and third rows of Figure 5.

As for other models, they may even hallucinate incorrect semantic

content under large or irregular masks, as shown in the last two

columns in Figure 6. In contrast, our proposed method continues to

produce sharp, semantically coherent results even in challenging
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Table 1: Quantitative comparison against other diffusion-
based methods on CelebA-HQ. All experiments were con-
ducted on 100 test images. For each metric, the best score is
highlighted in bold, and the second best score is underlined.

Metric Method Mask Type Mean
0-20% 20-40% 40-60% right-half expand

LPIPS↓

DDRM 0.014 0.057 0.127 0.197 0.515 0.182

DDNM 0.012 0.051 0.119 0.192 0.504 0.176

Copaint 0.014 0.052 0.117 0.189 0.478 0.170

Repaint 0.010 0.046 0.114 0.197 0.489 0.171

Ours 0.012 0.044 0.105 0.171 0.459 0.158

FID↓

DDRM 6.72 21.26 43.17 38.86 104.42 42.89

DDNM 6.60 19.54 37.68 38.44 103.02 41.06

Copaint 9.43 20.54 39.06 40.64 90.54 40.04

Repaint 5.64 17.95 38.37 40.83 86.54 37.87

Ours 5.96 18.23 34.85 37.42 82.95 35.88
Mean 𝐷𝒎 0.057 0.197 0.383 0.473 0.899 0.402

Table 2: Quantitative comparison against other diffusion-
basedmethods on ImageNet. All experimentswere conducted
on 100 test images. For each metric, the best score is high-
lighted in bold, and the second best score is underlined.

Metric Method Mask Type Mean
0-20% 20-40% 40-60% right-half expand

LPIPS↓

DDRM 0.027 0.113 0.264 0.363 0.780 0.309

DDNM 0.026 0.103 0.250 0.359 0.770 0.302

Copaint 0.027 0.101 0.226 0.296 0.638 0.258

Repaint 0.020 0.086 0.214 0.329 0.697 0.269

Ours 0.026 0.087 0.194 0.266 0.620 0.239

FID↓

DDRM 10.95 49.52 122.08 100.42 253.91 107.38

DDNM 9.83 46.26 107.42 99.42 249.30 102.45

Copaint 13.13 45.95 114.62 114.58 271.46 111.95

Repaint 9.25 41.40 117.34 133.60 251.09 110.54

Ours 10.56 32.38 84.37 86.49 235.96 89.95
Mean 𝐷𝒎 0.057 0.197 0.383 0.473 0.899 0.402

cases. By introducing a mask- and pixel-level noise weights, our

method dynamically adjusts the noise ratio during sampling, allow-

ing for better guidance in challenging regions, such as the precise

reconstruction of the hat brim in the third column of Figure 5. Our

mask-aware sampling strategy can better adapt to different mask

shapes, enhancing semantic consistency in diverse contexts, particu-

larly evident in the fourth and fifth columns of Figure 6. Our known

region-guided iterative refinement approach further enhances de-

tails, as shown in the insect limbs (the second column of Figure 6)

and the clear text (the third column of Figure 6). These observations

are also reflected in the quantitative results Table 1 and Table 2:

for LPIPS, our method achieves performance comparable to that of

other approaches for small masks, i.e., 0% to 40%. However, as the

mask size increases, our method consistently outperforms the other

baselines, demonstrating its robustness in handling more challeng-

ing inpainting scenarios. Our method achieves a lower FID score

compared to the baseline methods in most cases, demonstrating

better alignment with the statistical properties of real images. This

improvement is due to our method’s ability to effectively restore

both global structure and local details, ensuring not only perceptual

accuracy but also distributional consistency.

In summary, our approach provides both quantitative and quali-

tative improvements across a wide range of inpainting scenarios. Its

strength lies in spatially adapting to the complexity of the masked

region and enhancing details with awareness of the mask shape.

These advantages highlight the potential of our framework in prac-

tical applications involving large occlusions or complex textures.

Figure 7: Time-effect trade-off chart of our and other meth-
ods. The horizontal axis represents the time required for
inpainting one image, and the vertical axis represents the
average LPIPS and FID of 100 images on 5 mask setups.

4.3 Time-effect Trade-off
Figure 7 shows the trade-off between runtime and performance

for our method and several baselines. The X-axis represents the

average running time required to process a single image, while the

Y-axis shows the average LPIPS or FID score across 100 images from

CelebA-HQ or ImageNet on 5 mask types. A lower position on the

y-axis indicates better perceptual quality or consistent distribution,

and a position closer to the left on the x-axis represents greater

time efficiency. Our method, marked "Ours" in Figure 7, consistently

demonstrates a strong time-effect trade-off. It achieves lower LPIPS

and FID values than all the baselines, suggesting superior perceptual

similarity to the original images and better alignment with the real

image distribution. Meanwhile, the computational cost remains

moderate, significantly lower than some recent high-performing

methods such as Repaint or Copaint.

4.4 Ablation Study
To evaluate the effectiveness of our method, we conduct an ab-

lation study on two components: texture loss used in the know

region-guided iterative refinement (§ 3.4) and mask-aware sam-

pling strategy (§ 3.3). Both components are designed to enhance

different aspects of the generation process, with texture loss for

fine-grained detail restoration and semantic consistency, and mask-

aware sampling for adaptive noise control based on the spatial
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Table 3: Ablation results on CelebA-HQ and ImageNet, com-
paring different mask-aware sampling strategies (columns)
and texture losses (rows). Metrics are averaged over 100 im-
ages under 5 random masks. "No ref." stands for no known
region-guided iterative refinement. "✗" indicates no mask-
aware sampling at all; "Mask-wise" uses a global noise weight
𝜎M in § 3.3.2; "Pixel-wise" uses pixel-wise noise weights 𝜎𝑖
in § 3.3.2. For each dataset and each metric, the best score is
highlighted in bold, and the second-best score is underlined.

Mask-aware Sampling

Dataset Texture ✗ Mask-wise Pixel-wise

loss LPIPS↓ FID↓ LPIPS↓ FID↓ LPIPS↓ FID↓

CelebA-HQ

No ref. 0.269 75.00 0.173 39.59 0.170 39.43

L1 0.176 40.67 0.162 36.76 0.160 36.15

L2 0.173 40.06 0.163 36.94 0.158 35.88
SSIM 0.205 53.83 0.170 38.18 0.165 37.26

LPIPS 0.241 67.71 0.167 37.57 0.168 37.55

ImageNet

No ref. 0.356 135.60 0.270 109.73 0.253 94.01

L1 0.273 113.55 0.251 93.42 0.242 87.83
L2 0.277 116.38 0.245 91.79 0.239 89.95

SSIM 0.308 120.89 0.262 99.50 0.248 93.35

LPIPS 0.331 128.16 0.266 101.67 0.249 95.48

context of masks. Our mask-aware sampling is further analyzed

with two variations: mask-wise noise weights, where the noise

scaling is applied uniformly across the entire masked region, and

pixel-wise noise weights, where the noise ratio is adjusted on a per-

pixel basis, enabling finer control and local adaptivity. As shown in

Table 3, incorporating known region-guided iterative refinement

improves the performance of the model compared with no iterative

refinement ("No ref."), demonstrating its effectiveness in improving

inpainting quality, especially when the texture loss is set to L1 or

L2 loss. Moreover, the introduction of mask-aware sampling signif-

icantly boosts performance by making the noise adjustment aware

of spatial uncertainty. The variant using mask-wise noise weights

already outperforms the method without mask-aware sampling

("✗"), indicating that adjusting noise weights based on global mask

uncertainty improves model performance. Additionally, pixel-wise

noise weights further enhance inpainting quality, suggesting that

spatial noise adjustment using per-pixel uncertainty helps effec-

tively reconstruct unknown regions. In summary, the ablation study

confirms the effectiveness of both proposed modules and the benefit

of their integration. They enhance robustness across various mask

types and sizes while ensuring visually and semantically coherent

results.

4.5 Limitations and Future Work
First, although our method balances inpainting quality and effi-

ciency well, it still encounters challenges in cases with limited

semantic context and highly structured content, as illustrated in

Figure 8. In the first row, the model fails to recover the partially

occluded glasses worn by the man, likely due to their small size,

structural complexity, and insufficient surrounding information.

Similarly, in the second row, although the central feathers of the

bird are preserved, the inpainted result is semantically incorrect,

resembling a dish rather than a bird. These failures are primarily

attributed to two factors: first, the insufficient known information

(a) Original image (b) Masked (c) Our failed result

Figure 8: Failure cases of our method.

makes it difficult for the model to infer accurate content; second,

the inherent characteristics of diffusion models, which generate

images through progressive denoising, lose high-frequency details

in early steps, leading to degraded or misleading outcomes.

In addition, although our adaptive sampling strategy improves ef-

ficiency and robustness across various masks, the hyperparameters

𝛾, 𝑘, 𝑐 used to control this process may be sensitive to image resolu-

tion. Inappropriate settings can degrade performance on very large

or small images. Future work may explore resolution-invariant or

self-adaptive strategies to enhance generalization.

Finally, while our current method focuses on static images, ex-

tending the framework to video inpainting remains a challenging

direction. Futurework can explore temporal consistency constraints

and efficient sampling strategies for sequential data, further expand-

ing the applicability of our approach.

5 Conclusion
In this paper, we address key challenges in applying diffusion mod-

els to image inpainting, particularly focusing on the impact of mask

shapes on sampling noise types. We introduce an uncertainty met-

ric to quantify the influence of different masks on inpainting quality,

which is then used to guide a mask-aware sampling strategy that

adjusts the sampling process based on mask shapes. This approach

improves both semantic consistency and texture restoration, ensur-

ing more accurate and realistic inpainting results. Additionally, we

implement a known region-guided iterative refinement mechanism

to further enhance texture details in each reverse diffusion step.

Experimental results demonstrate that our method outperforms

existing diffusion-based inpainting methods both qualitatively and

quantitatively, achieving better restoration quality with acceptable

computational overhead.
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